Continuous Integration
with Docker, Buildbot and Git



About Me

e Python user since 2007

e Build web based systems
using Python + Django mostly

e Gain interests in infrastructure
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website: www.adieu.me

e Start to build my own software
company recently


https://twitter.com/adieu
https://github.com/adieu
http://www.adieu.me

Quiz

e How many of you know Docker
e How many of you know Buildbot
e How many of you know Git
o

o

How many of you deploy software to servers
How many of you have any kinds of
experience with virtualization




Continuous Integration
with Docker, Buildbot and Git



What is it
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Continuous integration

Continuous integration (Cl) is the practice, in software engineering, of merging all developer working copies with a shared mainline several times a day. It was first named and proposed as part
of extreme programming (XP). Its main aim is to prevent integration problems, referred to as “integration hell*in early descriptions of XP. Cl can be seen as an intensification of practices of periodic
integration advocated by earlier published methods of incremental and iterative software development, such as the Booch method. Clisn't universally accepted as an improvement over
frequent integration, so itisimportant to distinguish between the two as there is disagreement about the virtues of each.

Clwas originally intended to be used in combination with automated unit tests written through the practices of test-driven development. Initially this was conceived of as running all unit tests and
verifying they all passed before committing to the mainline. This helps avoid one developer's work in progress breaking another developer's copy. If necessary, partially complete features can be
disabled before committing using feature toggles.

Later elaborations of the concept introduced build servers, which automatically run the unit tests periodically or even after every commit and report the results to the developers. The use of build
servers (not necessarily running unit tests) had already been practised by some teams outside the XP community. Nowadays, many organizations have adopted Cl without adopting all of XP.

In addition to automated unit tests, organizations using Cl typically use a build server to implement continuous processes of applying quality control in general — small pieces of effort, applied
frequently. In addition to running the unit and integration tests, such processes run additional static and dynamic tests, measure and profile performance, extract and format documentation from
the source code and facilitate manual QA processes. This continuous application of quality control aims to improve the quality of software, and to reduce the time taken to deliver it, by replacing
the traditional practice of applying quality control after completing all development. This is very similar to the original idea of integrating more frequently to make integration easier, only applied
to QA processes.

In the same vein the practice of continuous delivery further extends Cl by making sure the software checked in on the mainline is always in a state that can be deployed to users and makes the
actual deployment process very rapid.
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Why it matters

e More and more integration points in modern
software system

Successful deployment became a challenge
Catch the bug before it hits production
DevOps and DRY

Knowledge is kept by source code instead of
human brain
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What is it

&> docker

an open source project to pack, ship and run any application as a lightweight container

- A
docker

Docker is an open-source project to easily create lightweight, portable, self-sufficient containers from any application. The same
container that a developer builds and tests on a laptop can run at scale, in production, on VMs, bare metal, OpenStack clusters,
public clouds and more. -




Demo



Why it matters

e Thin layer above the hardware provides a
fast and unified environment

e Program runs in an isolated container with
resource and network control

e Easy to use CLI and remote api

e One image could been built from a
Dockerfile and runs on multiple machines
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What is it

& Buildbot Discover Buildbot~ Get

Buildbot

The Continuous Integration Framework

Buildbot Basics Automated Build, Test,

Buildbot is an open-source framework and Release

for automating software build, test, and .
: 9 Buildbot can automate all

software development cycle:
¢ Continuous Integration
* Continuous Der

* Release Manag

..and any other pr can imagine.

Leam more

A Framework with
Batteries Included

work in which you
m that mat
workflow and grows with your

organization.



Why it matters

e Highly customizable
e Lightweight but battery included
e All configuration could be kept in the source

code so that version control works
e [t's Python!
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What is it

git

Git is a free and open source distributed version control system
designed to handle everything from small to very large projects
with speed and efficiency.

Git is easy to learn and has a tiny footprint with lightning fast
performance. It outclasses SCM tools like Subversion, CVS,
Perforce, and ClearCase with features like cheap local branching,
convenient staging areas, and multiple workflows.

@ Learn Git in your browser for free with Try Git.

Ab(
The advantages of Git Command reference pages, Pro

compared to other source Git book content, videos and
control systems. other material.

GUI clients and binary Get involved! Mailing list, chat,
releases for all major development and more.
platforms.

Pro Git by Scott Chacon is available to read online for free. Dead tree versions
are available on Amazon.com.

Latest stable release

18.5.1

Release Notes (2013-12-03)

Download for Mac

Mac GUIs

g Windows Build

WM Tarballs

Source Code




Why it matters

The version control system that works
Fast and efficient

Suitable for collaboration workflow
Common choice by the open source

community
Github!



Build a Programmable
Software Company

A Case Study
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Fabric

Fabric 1.8 documentation »
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Fabric

Fabric is a Python (2.5 or higher) library and command-line tool for streamlining the use of SSH for application deployment or systems administration tasks.

It provides a basic suite of operations for executing local or remote shell commands (normally or via sudo) and uploading/downloading files, as well as auxiliary
functionality such as prompting the running user for input, or aborting execution.

Typical use involves creating a Python module containing one or more functions, then executing them via the £ab command-line tool. Below is a small but

complete “fabfile” containing a single task:

from fabric.api import run

def host_type():
run( 'uname -s')

Once a task is defined, it may be run on one or more servers, like so:

$ fab -H localhost,linuxbox host_type
[localhost] run: uname -s

[localhost] out: Darwin

[linuxbox] run: uname -s

[linuxbox] out: Linux

Done.
Disconnecting from localhost... done.
Disconnecting from linuxbox... done.




The Problem

e No version history

e Only server admin could deploy

e Have to setup development environment to
run tests locally

e No deploy history

e Does not work well with multiple repositories

e Non-isolated build environment



Git + Fabric

g|t push post-update
Local —



The Problem

o N an his]
e Only server admin could deploy
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run-tests locally

No deploy history

Does not work well with multiple repositories
Non-isolated build environment

Hard to setup



Git + Buildbot

g|t push webhook
Local = . Buildbot



The Problem
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e Non-isolated build environment
e Complex build steps
e Non-repeatable deploy workflow



Git + Buildbot + Docker

glt push webhook
Local = . Buildbot
m http api



docker-py

O This repository

dotcloud / docker-py

v master v docker-py /[

Merge pull request #113 from jorisvddonk/patch-1

i) shin-

dc

Explore Gist Blog Help Jadieu B * [ g

G Watch ~ 35 * Star 180 ¥ Fork

a6@clcd3a8

You can clone with HTTPS
SSH, or Subversion. @

[@ Clone in Desktop

&> Download ZIP




DockerLatentBuildSlave

( ’ This repository Explore Gist Blog Help

adieu / buildbot G Unwatch ~
forked from buildbotbuildbot

add DockerLatentBuildSlave Browse code
docker

5 adieu 4f1c7b2 eff651daac179b53676ebd8d487c9e9b216@9bc7?

Showing 1 changed file with 90 additions and 0 deletions Show Diff Stats

90 master/buildbot/buildslave/dockerbuildslave.py View file @ ef£651d

This file is part of Buildbot. Buildbot is free software: you can
redistribute it and/or modify it under the terms of the GNU General Public

License as published by the Free Software Foundation, version 2.

This program is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or FITNE
R A PARTICULAR PURPOSE See the GNU General Public License for more

details.

You should have received a copy of the GNU General Public License along with
this program; if not, write to the Free Software Foundation, Inc., 51

Franklin Street, Fifth Floor, Boston, MA 02110-1301 USA.
Portions Copyright Buildbot Team Members

+from twisted.internet import defer, threads

+from twisted.python import log

v

+from buildbot.buildslave import AbstractLatentBuildSlave

+from buildbot import config, interfaces




Benefits

e Each service has its own git repo and runs in a docker
container

e Every change is kept track of by git

e Once receiving the change, buildbot will run tests, build
a new docker image, stop the old container and start a
new one with the newly built image

e The whole system is like a program, one could change
a service by modifying the source code of its image

e Empower everyone to change everything



Demo



One More Thing...



SaltStack

@ SALTSTACK COMPANY BLOG PRODUCTS COMMUNITY SALTCONF 2014

SALT SPEED

Automate faster...much faster

Fast, scalable and flexible software for data center automation, from

infrastructure and any cloud, to the entire application stack

SaltStack wins the 2013 GigaOm Launchpad competition SaltStack is a Gartner "Cool Vendor in DevOps, 2013"

& Gartner 2013

CoolVendor
[

SALTSTACK
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Links

Continuous Integration

http://en.wikipedia.org/wiki/Continuous_integration

Docker

http://www.docker.io/

Buildbot

http://buildbot.net/
Git
http://git-scm.com/

Fabric
http://fabfile.org/

docker-py

https://github.com/dotcloud/docker-py

DockerlLatentBuildSlave

https://github.com/adieu/buildbot/commit/eff651d

SaltStack

http://www.saltstack.com/

Gitlab

http://gitlab.org/

Hubot

http://hubot.github.com/
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Thank You



